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\textbf{ABSTRACT}

We introduce a novel approach for supporting fully interactive non-linear spatio-temporal exploration of massive time-varying rectilinear scalar volumes on commodity platforms. To do this, we decompose each frame into an octree of overlapping bricks. Each brick is further subdivided into smaller non-overlapping blocks compactly approximated by quantized variable-length sparse linear combinations of prototype blocks stored in a learned data-dependent dictionary. An efficient tolerance-driven learning and approximation process, capable of computing the tolerance required to achieve a given frame size, exploits coresets and an incremental dictionary refinement strategy to cope with datasets made of thousands of multi-gigavoxel frames. The compressed representation of each frame is stored in a GPU-friendly format that supports direct adaptive streaming to the GPU with spatial and temporal random access, view-frustum and transfer-function culling, and transient and local decompression interleaved with ray-casting. Our variable-rate codec provides high-quality approximations at very low bit-rates, while offering real-time decoding performance. Thus, the bandwidth provided by current commodity PCs proves sufficient to fully stream and render a working set of one gigavoxel per frame without relying on partial updates, thus avoiding any unwanted dynamic effects introduced by current incremental loading approaches. The quality and performance of our approach is demonstrated on massive time-varying datasets at the terascale.

\textcopyright 2020 Elsevier B.V. All rights reserved.

1. Introduction

Interactive visual exploration of very large time-varying datasets is crucial to understand scientific simulation results [1, 2]. Such data, commonly represented as a sequence of time-varying rectilinear scalar volumes, normally present thousands of time steps and billions of voxels per frame [3, 4]. Meeting interactivity constraints when rendering such massive datasets is very hard, especially when showing the animated sequence. In order to cope with bandwidth constraints, all current GPU-based solutions mix and match multiresolution data representations, compression, out-of-core methods and data streaming to enable the interactive visualization of massive volumetric datasets. With the notable exception of the adaptive variable-rate approach of Marton et al. [5], all current solutions either amortize the updates of a rendering working-set over multiple frames, introducing unwanted dynamic effects, or use differential encodings which restrict random access and non-trivial backward/forward/accelerated temporal exploration of time-varying sequences (see Sec. 2).
In this paper, we explore the feasibility of adapting state-of-the-art compressed octree-based solutions to offer spatio-temporal random access without incremental updates. The resulting system strives to provide total control over the spatial and temporal dimensions of the data, supporting the same exploration metaphor as traditional video players (in the rest of the paper, our approach is referred as MTV-Player for Massive Time-varying Volume Player).

By encoding frames in an I/O and GPU-friendly compressed format that supports high-compression rate with tolerance-driven error control, we strive to stream to GPU and render dynamic scenes with 1Gvoxel/frame. To achieve this goal, each frame is independently encoded, and decomposed into a bricked octree. The bricks, used as I/O, culling, and rendering units, have a 2-voxel apron (i.e., a border around each brick that duplicates the values across brick boundaries) in order to allow exploiting texturing operations for trilinear filtering and gradient computations. Each brick is further subdivided into smaller non-overlapping blocks, which are compactly approximated by a quantized variable-length sparse linear combinations of prototype blocks stored in a data-dependent dictionary learned from the input sequence (Sec. 3). In order to meet bandwidth constraints, we estimate per-frame compression tolerances from the required frame size. At run-time, an adaptive compression-domain renderer closely coordinates off-line data selection, streaming, decompression, and rendering, starting from an out-of-core GPU-friendly representation that supports adaptive streaming to the GPU with spatio-temporal random access (Sec. 4).

Our contributions are manifold: first, we introduce a carefully designed I/O and GPU-friendly compact representation. Second, we show how a tolerance-driven variable-rate encoding scheme can support scalable dictionary learning on massive datasets and meet size constraints through automatic tolerance computation. Third, we show how our variable-rate encoding based on sparse representations provides scalable high-quality approximations, while offering real-time transient decoding within an interactive renderer. Finally, we describe how our codec can be integrated in an out-of-core real-time rendering architecture, capable of fully streaming and rendering dynamic representations of gigavoxel-sized frames without relying on partial updates of individual frames. This article is an invited extended version of our STAG 2019 contribution [6]. We here provide a more thorough exposition, but also significant new material, including an efficient incremental dictionary learning method for time-varying sequences, an algorithm to estimate tolerance from size constraints, and an improved quantized encoding of sparse-coded blocks. Furthermore, the evaluation has been significantly extended.

The major limitations of our method, shared with other compression-based approaches, are the non-negligible encoding time and the upper bound on achievable quality dictated by the need to meet run-time bandwidth constraints for giga-voxel-sizes working sets. Our results show, however, that excellent quality results can be achieved on time-varying datasets with billions of voxels per frame and thousands of time-steps, making the method of immediate practical interest.

2. Related Work

This section briefly reviews the work that is most closely related to our approach. For additional information, we refer the reader to the following surveys on modeling and visualization methods for time-varying volumetric data [1], compression-based direct volume rendering [7] and GPU-based large-scale volume visualization [8].

2.1. Data compression for GPU-accelerated DVR

State-of-the-art solutions are based on compressing and storing data in multiresolution out-of-core structures such as octrees [9, 10, 11, 12], bricks [13], hierarchical grids of bricks [14, 15] or hierarchical tiled 3D grids [5], followed by an adaptive loading of the compressed data on the GPU, where a fast decompression is performed on-demand during rendering. In particular, sustaining a 10 frames/s animation on 1K³ working sets requires uploading, decompressing, and rendering at least 10 Gvox/s. To this end, a wide variety of compression methods have been used.

Early successful approaches used simple hardware-accelerated fixed-rate codecs based on some form of block truncation coding (BTC [16]) and supporting random access and interpolation [17, 18, 19], at the cost of limiting achievable compression and rate-distortion performance [20, 21].
Vector quantization solutions [22, 23, 24, 25] also support real-time visualization, since decoding can be achieved by simple dictionary lookups that can be accelerated by texture caches. Their quality is, however, limited by the dictionary size [26]. Guthe and Gosele [24] combined vector quantization with lossless compression to support larger dictionaries with respect to uncompressed vector quantization at the same bit-rate. While good results are achieved with 8- or 12-bit homogeneous datasets (e.g., CT scans), vector quantization limitations still apply, and severe blocking artifacts appear on floating point simulation data at low bit-rates. Moreover, compression times, in the range of many hours per gigavoxel, are not compatible with time-varying datasets at the terascale.

Several more advanced codecs, in particular the ones based on Wavelets [27, 28] and tensor approximation solutions [29, 30] achieve excellent performance especially when combined with advanced entropy coding methods. However, at low bit rates and due to their parallel decoding complexity, even the fastest methods [13] are far from being able to sustain real-time streaming of large dynamic volumes on current hardware [5]. For this reason, interactive systems are typically forced to amortize decompression over multiple frames, which is not a suitable solution for time-varying data [5]. In order to distribute coding efforts into areas deemed more important, Park et al. [31] have proposed to improve performance with a saliency-aware codec, but their approach does not allow changes of the transfer function on-the-fly.

Sparse-coding methods, which represent volume blocks as sparse linear combinations of prototype blocks from a learned overcomplete dictionary, have shown their effectiveness to achieve state-of-the-art compression while supporting real-time decoding, as demonstrated by the COVRA architecture [11]. Since the dictionary is learned from the input data, the number of terms needed to obtain a good approximation at low bit rates is much lower than the ones needed with fixed bases such as wavelets, so that state-of-the-art rate-distortion performance can be achieved without recurring to complex entropy coding methods. However, COVRA employs a fixed-rate approach, which is sub-optimal for datasets that exhibit wide spatial variations in data complexity, a common feature in many simulations. Tensor decomposition is also learned from data, but it imposes limitations on decoding locality and achieves a much lower decoding speed [29, 30]. Recently, Marton et al. [5] have proposed a variation that improves COVRA’s fixed-rate scheme through a constrained variable-rate encoder. This approach adapts bit rates within fixed-size pages and provides a better bit allocation scheme. In our original contribution [6], we have shown how a tolerance-driven approach leading to an unconstrained variable-rate encoding can significantly improve over fixed-rate schemes and provide also superior results in terms of rate-distortion distribution with respect to page-constrained schemes. However, selecting the tolerance required to meet the size constraints dictated by the need to stream large frames at interactive speed proves very hard. For this reason, we introduce here a coreset-based approach to efficiently estimate a per-frame tolerance. Moreover, we refine the quantized representation to further improve rate-distortion performance.

2.2. Time-varying data exploration

Visualizing time-varying datasets has usually been addressed with temporal-coherent compression techniques [32, 33, 34, 35, 36], where data of previous time-steps are needed to process a specific one. This extra amount of information imposes a rigid constraint in terms of memory and bandwidth usage that limits the maximum size of the input data and difficults random access to specific time-steps. For this reason, the free temporal exploration like the one provided by traditional video players that we seek with our approach is difficult to be obtained. Random access to single time-steps is improved by compressing voxels with respect to reference key-frames [37, 38, 39, 40, 41, 42, 43, 2, 44], but restrictions on the maximum size of data are still present, even when combining both approaches [20, 45, 46, 47].

A different way to partially overcome the limitations of the temporal-coherent compression architectures is based on encoding each frame of the sequence individually by using 3D compression methods [11, 13, 48, 5]. With no temporal dependency, full random access to single time-steps is guaranteed. As in the COVRA architecture [11], our technique encodes volume blocks using a sparse representation based on a dictionary learned by means of the K-SVD algorithm [26]. However, instead of using a fixed-rate compression scheme, our variable-rate encoding provides a better trade-off between quality and compression ratios. Moreover, COVRA relies on incremental updates, and dynamic datasets are visualized only by fully pre-caching dynamic data on the GPU, while we support full-frame updates and unlimited-length sequences. More examples of per-frame based approaches are the wavelet-based compression rendering architecture presented in [13], which includes run-length and entropy encoding, or the recent method by Pulido et al. [48] that allows the remote visualization of multi-terabyte data employing as well a wavelet-based compression scheme. High quality explorations of single time-steps are obtained in both cases but a free temporal exploration of the sequence can not be achieved in real-time. The recent work of Marton et al. [5] also supports high-quality exploration of massive time-varying datasets in both desktop and mobile devices. In this case, they use a variable-rate encoding scheme based on sparse coding with fixed-size pages and a hierarchy of grids. This feature enables a fast parallel decompression on the GPU but it is not well-suited for datasets with big empty regions, where many pages might not be completely filled, producing a non-optimal memory footprint of the compressed data. To address this issue, we employ here a sparse octree representation with variable sized bricks. Since the drawback of using sparse coding from learned dictionaries on massive datasets is the lengthy dictionary learning time, we have recently proposed a faster training scheme based on a hierarchy of coresets [6], which is however limited to have a single dictionary for the entire sequence. In this work, we significantly improve this approach for time-varying data by employing a different dictionary per frame, using an efficient incremental dictionary learning method, which quickly adapts the dictionary of a given frame starting from the dictionary of the previous one. By applying this scheme to small frame batches, parallel dictionary construction is guaranteed.
3. Constructing the compact multiresolution out-of-core representation

Our method is based on the off-line transformation of a time-varying rectilinear scalar volume into a compressed representation stored off-line in a format that supports random access to individual frames, quick coarse determination of the portions required for a particular image, efficient streaming to GPU and rendering of those portions. Each time step is encoded into a bricked octree, compressed and stored in a GPU-friendly format that can be transferred from GPU to disk using batched asynchronous host-to-device copies (see Sec. 4).

In order to build the compact representation, we choose an error-driven approach in which each brick of size $B$ is further subdivided into smaller blocks of size $M$, which are compactly approximated up to a prescribed error tolerance by sparse linear combinations of prototype blocks stored in a per-frame data-dependent dictionary $D$. Such an adaptive approach overcomes the problems of fixed-rate schemes, which often lead to poor reconstructions of high-variation regions. All the computation is performed in a scalable way, without limits dictated by the input data size. The parameters guiding the process are the brick size $B$, which determines the octree granularity, the compressed block size $M \leq B$, the desired coreset size $C_{\text{train}}$, which bounds the amount of memory used for training, the dictionary size $K \geq M^4$, and a threshold $\varepsilon \geq 0$ to bound the reconstruction error of each block. Since determining $\varepsilon$ to meet specific size constraints may be cumbersome, we introduce a method based on coresets to automatically determine it given a pre-determined per-frame size.

3.1. Dictionary learning background

In our approach, an over-complete dictionary $D$ of prototype blocks is trained using a tolerance-driven method from the input data and each block $b_i$ of the original volume is represented by a sparse linear combination of prototype blocks. To do this, each block $b_i$ of size $m = M^3$ is first mapped to a zero-mean column vector $y_i \in \mathbb{R}^m$ by subtracting its average $\bar{y}$. Since we target error-constrained variable-rate compression, the dictionary is computed by jointly optimizing the columns of the dictionary and the sparse representation given the error tolerance $\varepsilon$ according to the objective function:

$$\min_{D, \Lambda} \sum_i w_i \|y_i - D\Lambda_i\|_2^2$$

subject to:

$$\forall i, \|\Lambda_i\|_0 \leq \min \text{ such that } \|y_i - D\Lambda_i\|_2^2 \leq \varepsilon^2$$

(1)

where $w_i$ represents the weight of each training sample and $\|\Lambda_i\|_0$ is the number of non-zero entries of $\Lambda_i$. A variation of the K-SVD algorithm [26] is used to train the dictionary $D$, where each prototype block is mapped to a unitary column vector $d_i \in \mathbb{R}^m$ and maintained at zero mean. For sparse coding blocks given the learned dictionary, we employ the batch-OMP algorithm [49], which supports encoding with a prescribed tolerance. In the following sections, we introduce techniques to efficiently compute an adapted per-frame dictionary at a small cost, as well as a scalable method to determine the tolerance required to achieve the best results within a given per-frame size budget.

3.2. Dictionary learning for frame sequences

Compressing a dataset requires the computation of a sparsifying dictionary $D$, which is efficient if closely modeling the data. Learning this dictionary is however costly. Similarly to previous work [11, 5], in order to reduce the complexity of dictionary learning, we perform it on a weighted subset of the original samples (i.e., a coreset) instead of on all the input samples. Since constant blocks can be trivially encoded due to the fact that we remove the average, we estimate for each input block $b_i$ the potential residual error $e_i = \|b_i - \bar{y}\|_2^2$, and in order to build a coreset of size $C_{\text{train}}$, we pick training samples with a probability proportional to $e_i$ using a one-pass streaming method based on weighted reservoir sampling [50], assigning a weight proportional to the reciprocal of the picking probability to account for the non-uniform sampling.

The K-SVD method employed for dictionary learning, then, alternatively iterates between two sub-problems solved by heuristic greedy methods over the coreset samples: sparse coding, which finds the best $\lambda_i$ given a fixed dictionary, and dictionary updating, which updates one column of $D$ at a time in order to minimize the representation error given the current sparse representation. For sparse coding, we employ the same batch-OMP algorithm [49] used for final encoding, while for dictionary updating we employ the Approximate K-SVD algorithm [49], modified to take into account training sample weights, as in previous work [11, 5, 6]. Table 1 shows the time required for dictionary learning using 100 K-SVD iterations, for different coreset sizes, and for the frame depicted in Fig 1 of the three test datasets in a typical configuration (block size $M = 6$, brick size of $B = 32$ voxels, and dictionary size $K = 2048$). Dictionary learning time, measured on the machine described in Sec. 5.2, is close to linear in coreset size, and very good dictionaries are obtained with extremely small coresets, since PSNR (Peak Signal-to-Noise-Ratio) reduction saturates very quickly. For this paper, we have thus used coresets of 16MVoxels, which are far below 2% of the frame size for all datasets.

<table>
<thead>
<tr>
<th>Coreset Size</th>
<th>Time</th>
<th>PSNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>%</td>
<td>%</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.20%</td>
<td>65</td>
</tr>
<tr>
<td>4</td>
<td>0.39%</td>
<td>72</td>
</tr>
<tr>
<td>8</td>
<td>0.78%</td>
<td>87</td>
</tr>
<tr>
<td>16</td>
<td>1.56%</td>
<td>127</td>
</tr>
<tr>
<td>32</td>
<td>3.13%</td>
<td>206</td>
</tr>
</tbody>
</table>

Table 1. Achieved PSNR as a function of the coreset size. Data is reported for a variable-rate encoding at 0.45bps.
occurs during simulation, losing the advantage of learned dictionaries in cases where significant qualitative evolution exist. For instance, in the HBDT simulation (see Fig. 1 and Sec. 5), two fluids are initialized as random homogeneous blobs, and turbulence is generated as the two fluids start moving in opposite directions due to differential buoyancy forces, until when the fluids become molecularly mixed, and buoyancy forces decrease, decaying also the turbulence. Thus, the characteristics of all fields and of related optimal dictionaries vary widely across the simulation.

In this work, we propose to exploit the incremental nature of the K-SVD algorithm to drastically reduce learning time for general simulation results. In our approach, we decompose the input sequence in small batches of consecutive frames (32 in this paper), which are then processed sequentially. The first frame of the batch (key frame), learns the associated dictionary using a frame-specific coreset of size $C_{train}$, starting from an initial random dictionary and 100 K-SVD iterations, which are sufficient to arrive to convergence. Instead, the subsequent frames in the batch start from the dictionary learned in the previous frame and, using again a frame-specific coreset of size $C_{train}$, refines the dictionary for just 5 iterations. This approach is motivated by the fact that it is expected that even widely varying simulations are smoothly evolving, and we can also expect that one frame’s optimal dictionary would be not far from the optimal dictionary of the next frame. By applying this sequential approach to small frame batches, we support parallelization, as all batches can be constructed in parallel, and we remove problems due to drift. The validity of this approach is proved by our experimental results. In particular, the average learning cost for a batch of 32 frames drops from 4000s (120s/frame) for the 3 datasets to 318s (10s/frame), while the achieved PSNR when using the incrementally learned dictionary is within ±0.1% of the PSNR achieved when independently learning all frames. Moreover, for significantly varying datasets, such as HBDT, having a per-frame dictionary is measurably better than using a single dictionary for multiple frames. For instance, the PSNR at frame 32 of the HBDT sequence is a full 1% lower when using a single dictionary for the first 32 frames than when using a per-frame dictionary. Uniform selection of keyframes to subdivide learning into batches is, thus, a simple but very effective solution: it guarantees load balancing, does not require a prior analysis of the dataset, and achieves a quality almost indistinguishable from full processing at a fraction of the cost.

### 3.3. Determining tolerance given size constraints

The tolerance-driven approach used in this paper allows for ensuring a constant reconstruction quality for each frame. However, in order to be usable within bandwidth-critical operations, which occur when transferring the dataset from a remote server to a local renderer, or when transferring data from storage to graphics memory at each frame during dynamic operations, it is essential to meet storage size constraints. For instance, a single 1 Gvox frame (or working set) would require 64 MB at 0.5 bits per sample (bps), translating to 64GB for streaming a 1K-frames animation from a non-local server. Moreover, supporting a 10 frames/s animation requires a codec able to load, decompress and render at least 10 Gvox/s. For this reason, previous works have favored either fixed-rate compression [11], or variable-rate compression within fixed-rate pages [5]. Variable-rate encoding has been also employed [6], but achieving compliance with size constraints required manual tuning, difficult for single frames (and far from optimal for large sequences). Instead, in this paper we use a method for computing the target tolerance from a target size constraint.

The algorithm (Fig. 2) first translates the desired bit-rate into a target floating point average sparsity $S_{\epsilon}$ based on the knowledge of the encoding (Sec. 3.4), and then learns the dictionary $D$ using a fixed target sparsity of round($S_{\epsilon}$). At negligible cost, during the same streaming pass that extracts the coreset for training, we also extract a second coreset of size $C_{real}$, with a uniform picking probability. After learning the dictionary $D$, we estimate, with a greedy algorithm, the tolerance required for encoding the frame at a specified target bit-rate. For each of the elements in the coreset, we compute the initial solution, using zero sparsity, and insert it into a priority queue sorted by maximum residual error. We then proceed by iteratively removing the top candidate from the queue, executing one step of the Batch-OMP method to compute the next solution to push into the queue. The method stops when the overall size constraint is met, i.e., the average sparsity is greater or equal to $S_{\epsilon}$. The final tolerance $\epsilon$ for variable-rate encoding is then set to the largest residual of the computed representation. We have experimentally determined that a coreset of 8Mvox is sufficient to always determine a tolerance that leads to a compressed representation within 1% of the target size, spending only 4s/frame.

### 3.4. Dataset encoding

Given a sparsifying dictionary, the compressed representation is achieved by sparse coding all blocks and compactly coding the dictionary and the block representation. It should be noted that, in our case, we should strive at maximum decoding performance, rather than maximum compression, because of the need to support real-time decoding during rendering. In particular, we do not apply any bit transformation and entropy coding.

The dictionary is very small with respect to the frame and does not require particular compression. In our current code, we store dictionaries in formats directly supported by the GPU (floating point or 16-bit quantization), without any form of delta encoding. In the settings used for the paper, the dictionary accounts for 800KB-1600KB/frame, i.e., just a few percent of our typical compressed frame size. Introducing more elaborate
would achieve a little gain. Note that, when using 16-bit format, a 32-bit word-bounded coding scheme is employed to simplify without gaps in breadth-first order (and Morton order inside each level) to support efficient partial GPU upload-downloading up to a run-time-determined levels. The first data segment stores the octree-structure using 128 bits per non-empty node, while the second data segment stores a variable-bit-rate representation of each non-empty brick, composed of a header plus a quantized sparse representation of its blocks. Each block has a 32 bits header containing average, sparsity, coefficient min and max bits.

compression (e.g., multi-frame encoding, or lossy compression) would achieve a little gain. Note that, when using 16-bit format, the dictionary is quantized before encoding the frames.

The off-line storage of each octree of bricks (see Fig. 3) is designed to be compact, GPU-decodable, and traversable so that potentially visible portion of the dataset can be directly transferable to the GPU up to the required levels using few batched host to device copies (see Sec. 4).

The representation consists of two parts: the octree structure itself, and the data for the non-empty bricks.

In the octree structure portion, each node is encoded in 128 bits containing an index to its compressed data brick (32 bits), the node type (2 bits: inner, leaf or empty node), the index of the first child in the nodes list (30 bits) and a binary histogram (64 bits) computed bottom-up from the bricks of the children, that is used for transfer-function-based culling. In case of leaf or empty nodes, the index to the first child is set to 0. The compressed data is encoded as a list of bricks sorted by levels.

In the data portion, non-empty bricks are compactly stored without gaps in breadth-first order (and Morton order inside each level), to make it possible to rapidly move from disk to the GPU the bricks corresponding to some specific level-of-detail. A 32-bit word-bounded coding scheme is employed to simplify parallel decoding on a GPU (Sec. 4).

The data storage for non-empty bricks contains the sparse representation of the contained blocks. Compression is achieved by storing for each block only the index and value of the non-empty coefficients $a_i$ and by quantizing their values, as well as the average value of the block $\bar{y}$. Thus, each brick encoding contains two float values (32 bits each) representing the bias and scaling for dequantizing the average value $\bar{y}$ of each contained block, and other two for dequantizing the coefficients $a_i$ of all blocks. The dequantization header is followed by two data segments. In the first segment, which contains one 32 bits entry per encoded block, we encode four values for each block: the sparsity $s_c$, the quantized average and the remaining bits are used for better encoding the min and max values of its coefficients. The sparsity (i.e., the number of non-zero coefficients) uses 7 bits/block for a maximum sparsity of $S_{max} = 127$, while the average uses 11 bits/block. In the second segment we encode each block as a sequence $s_1$ (16-bit codes), with the upper bits (11 for a 2048-entry dictionary) providing the index of the prototype block in the dictionary, and the lower bits for the coefficient value. Pairs of values and indexes can be read using a single 32-bit word load operation. Scalar quantization is applied by combining information at brick, block, and individual coefficient level, as explained in Sec. 4.2.

3.5. Parallel construction

The proposed method can be efficiently parallelized on current multi-core machines and clusters. In our implementation, we assume that the original uncompressed data is stored as a separate volume per frame, and that compression is done on one or more multi-core machines. The time sequence is partitioned into small batches of 32 consecutive frames. A coordinator process distributes these batches to a number of workers, which perform dictionary learning, sparse coding, and final encoding and storage. Load balancing is ensured if the coordinator initially seeds each worker with a batch and subsequently assigns the next batch to the worker that signal completion. Each worker sequentially computes the representation of each assigned frame in order to exploit the incremental dictionary computation. However, the encoding process is massively parallel and requires minimum memory, as it can be performed in parallel for all the bricks that compose each octree, fully exploiting the multi-core architecture. Coordinator and workers may reside on the same multi-core machines or on a small cluster, since all workers are independent and very little communication is required between workers and coordinator.

4. GPU accelerated rendering

In this paper, we strive to demonstrate the feasibility of a novel compression-domain out-of-core DVR approach supporting full spatio-temporal random access without incremental updates. We therefore designed an adaptive renderer built around on-demand streaming to GPU of compressed frame portions. By design, the renderer does not use any form of temporal coherence and does not use key-framing. We assume that data is stored offline locally on SSDs (eventually moving it locally from a server before rendering), and we exploit efficient disk-to-GPU batched data transfer to quickly and freely achieve random access and non-trivial backward/forward/accelerated temporal exploration of time-varying sequences.
4.1. Adaptive loading and rendering scheme

The process followed to render a single time-step is shown in Algorithm 1.

As each frame is encoded independently into different octrees of bricks, rendering uses only per-frame information. We first start subdividing the octree until the point in which the number of nodes contained in the subtree is such that decoded data can fit in GPU memory, thus computing a forest of octrees. We then traverse front-to-back each octree root of the current time-step and determine whether the octree is potentially visible from the current view using the current transfer function parameters. This step requires only the computed bounding box and the stored value histogram of the root node. If the octree is proved invisible, it is skipped and rendering proceeds by evaluating the next one in front-to-back order. Otherwise, we prepare data transfer by computing, from the index data and the current viewing configuration, a spatial index of the data required for rendering the octree. We perform this phase within a recursive traversal of the index tree, collecting into a small array a compact spatial index of the potentially visible portion of the tree, whose leaf nodes point to associated data bricks. During this traversal, we maintain the minimum and maximum index of the data bricks per level, which determine the portions of the data array that are required for rendering. As the data array is stored in breadth-first order (and Morton order inside each level), this range efficiently culls out the data that is too refined or out-of-frustum. After collection is completed, we reduce the number of disjoint data ranges to a maximum of three, by iteratively merging nearby data ranges of different levels starting from the smaller gaps. Merging stops when the number of ranges is less than four and the next removed gap is larger than 25% of the size of the merged data ranges. At the end of merging, the different data ranges are assumed to be relocated contiguously, and the references in the index tree are updated accordingly. Rendering can then be performed by moving the index tree and the compressed brick data to GPU using few async_host_to_device_memcpy calls (up to a maximum of four per octree, including the index). It should be noted, in addition, that by using a different CUDA stream per subtree, we can effectively obtain concurrency and overlap between transfer and computation.

Once the data is in device memory, we decompress all volume bricks covered by the subtree into 3D texture memory using a fast CUDA-based GPU decoder (see Sec. 4.2). Decompressed data is then accessed by a GPU ray-casting algorithm, that traverses the current spatial index using standard stackless raycasting schemes [9, 11] and samples voxel values from the temporary decoded 3D texture with hardware texture filtering. The raycaster is implemented in a single CUDA kernel, which renders the octree to a viewport of the frame buffer that strictly encloses the projection of the octree’s bounding box. The octree raycasting procedure starts from the color and opacity fetched from the frame buffer, and follows the ray accumulating colors and opacity until maximum opacity is achieved or the ray leaves the subtree. Since octrees are rendered in front-to-back order, this approach supports visibility culling through early ray termination. After rendering all the visible octrees in a frame, the frame-buffer contains the final composited image for the volume.

4.2. GPU decompression

The GPU decompression phase must transform our variable-rate representation of bricks into uncompressed data stored in a 3D texture. This is achieved through a combination of several CUDA kernels. Given the fact that bricks and blocks have a variable size, we opted for a linear GPU memory layout for compressed data, which provides an easy sequential access to the brick’s data, given the availability of offsets to the start point of each brick. Before starting GPU decompression, the CPU renderer uploads to the GPU three buffers: the compressed data

```
Algorithm 1 Process to render a single time-step

1: Input: Time \( t \), view \( V \), projection \( P \), transfer function \( TF \)
2: Output: Updated frame buffer
3: clear_frame_buffer()
4: \( D_t \) ← Dictionary of frame \( t \)
5: async_host_to_device_memcpy(\( D_t \))
6: \( O_t \) ← Octree of frame \( t \)
7: \( F_t \) ← Forest of subtrees of bounded size of \( O_t \)
8: for each octree \( o \) ∈ \( F_t \) in front-to-back-order do
9:   if is_visible(\( o \), \( V \), \( P \), \( TF \)) then
10:     (\( ids, data \_ranges \)) ← adaptive_selection(\( o \), \( V \), \( P \), \( TF \))
11:     (\( ids, data \_ranges \)) ← merge_batches(\( ids, data \_ranges \))
12:     async_host_to_device_memcpy(\( ids \))
13:     async_host_to_device_memcpy(\( data[\_ranges] \))
14:     \( dec \_bricks.tex3D \) ← gpu_decoded(\( leafs, D_t \))
15:     gpu_ray_casting_and_compositing(\( dec \_bricks.tex3D \))
16:   end if
17: end for
```

Fig. 4. Memory layout for GPU decoding.
representation, the starting offsets of the compressed bricks and their corresponding destination positions in the 3D texture. Decompressing a block requires to know where it starts. Each brick has a header containing the sparsity of all its encoded blocks. Thus, before decompression, all the starting positions of the blocks are evaluated with a prefix-sum algorithm. The kernel assumes that all the bricks are layered along the X axis, one after another, and the kernel grid reflects this brick distribution (see Fig. 4). Decompression uses a thread per decoded voxel, with a grid size equal to the block size. The kernel work is subdivided in two stages: fetching data to shared memory and voxel computation. The brick id is identified by the thread position along X, while the block id depends on the x, y, z thread coordinates. From these coordinates, the brick and block starting offsets and the header data, including sparsity $S$, can be loaded from the corresponding buffers. The compressed block representation ($S$ pairs of bytes containing index and coefficient) is then cooperatively fetched and stored in shared memory. Each participating thread always loads 32 bits at a time, and thus decodes to GPU shared memory groups of two index-coefficient pairs in order to avoid bank conflicts. Coefficient dequantization is performed before storing coefficients in shared memory. The index coefficient pairs are ordered so that the first and the second ones are relative to the max and min block coefficients, loaded by the first thread using a single 32-bit load. These coefficients are uniformly dequantized in the range stored in the brick header using the value bits, plus the extra 7 bits in the block header. The remaining coefficients, instead, use only their value bits for dequantization, but in the range of the coefficients of the block, determined when decoding the first two coefficients. After thread synchronization, decompressing a voxel is then just a matter of loading its corresponding values from the indexed dictionary words and linearly combining them with the coefficients present in shared memory.

5. Implementation and results

Our approach has been implemented as an experimental software running on Arch Linux using C++, OpenGL and NVIDIA CUDA 10. It has been tested with a variety of time-varying massive volumetric datasets.

In this paper, we discuss the results obtained with three representative massive time-varying datasets from the JHU Turbulence database [51]: the velocity magnitude field of a forced isotropic turbulence simulation (ISO, 1024 time steps 1024$^3$, float, 4TB), the density field of a homogeneous buoyancy-driven turbulence simulation (HBDT, 1010 time steps 1024$^3$, float, 4TB), and the x-component of the velocity field of a channel flow simulation (CHAN, 4000 time steps 2048 $\times$ 512 $\times$ 1536, float, 24TB). All the benchmark datasets are publicly available and the selected fields were used in our previous work, which presented detailed comparisons with current state-of-the-art solutions in the area of real-time volume rendering from compressed data [5], thus providing a solid context for the results discussed here. Note that the results presented in Diaz et al. [6] use, instead, the pressure field for all the datasets.

5.1. Compression setup

We evaluated our compression strategy by running a battery of tests on the selected time-varying datasets. In all our tests, we used a K-SVD block size $M = 6$, a brick size of $B = 36$ voxels, a dictionary size $K = 2048$ stored in floating point format, and varied the target bit-rate to 0.38 bps, 0.45 bps, and 0.60 bps. Bit-rates were selected so as to be small enough to support real-time rendering, as well as achievable with other fixed-rate codecs.

In order to provide a context for the evaluation of our work, we compare our results with a fixed-rate version of the same codec, as well as with a recently introduced solution based on Elastic Sparse Coding (ESC) [5], which is also capable of real-time performance, and represents the current state-of-the-art in compression for real-time rendering. As Marton et al. [5] have already compared ESC with the major real-time and non-real-time codecs, including COVRA [11], ASTC [52], Hierarchical Vector Quantization (HVQ) [22], CudaCompress wavelet codec (CC) [13], ZFP [27], and SZ [53], we do not repeat all the benchmarks here. As a reference, we include here only the results obtained with the ZFP [27] codec (V 0.5.4), which is a de-facto standard for compression of floating-point volumetric data, and with ASTC (version 10/2017 [54]), which was the best-performing competing real-time codec in previously presented benchmarks [5]. For ZFP, we used the fixed accuracy mode, which usually yields the best signal-to-noise ratios, and varied the absolute error tolerance ($-\alpha$) to obtain the desired bit rates. For ASTC, we selected the maximum quality and lowest bit-rate achievable.

5.2. Hardware configuration

Performance has been measured on a single Arch Linux PC with 128GB RAM, a 20-core i9-7900X 3.30 GHz CPU and a GeForce RTX 2080Ti GPU with 11GB VRAM. The uncompressed data is stored on a Synology RS3617XS+ with a RAID 5 composed of SEAGATE ST10kNE004-1ZF101 disks (Btrfs file system) connected to the processing and rendering machine using a 10 Gbit/s link. The compressed data is stored instead on a local Samsung 9160 Pro 1TB SSD for storage formatted with ext4.

5.3. Compression speed

All the three benchmark datasets were compressed using the incremental approach described in Sec. 3, using a batch size of $BS = 32$ frames, $I = 100$ training iterations for the keyframe, $I = 5$ iterations for the other frames, a coreset for training of $C_{\text{train}} = 16M\text{vox}$ and a coreset for tolerance estimation of $C_{\text{rval}} = 8M\text{vox}$. The training process first downloads the frame from the remote storage to the local SSD, then performs all the other operations on SSD (filtering for construction of the octree hierarchy, coreset extractions, dictionary learning, and final encoding). The bottom-up filtering phase, also including the extraction of the two coresets, is dominated by the initial data transfer time from the file server to the processing node, and takes 20 s/frame for ISO and HBDT and 32 s/frame for CHAN.

Dictionary learning time is independent from dataset size and only very slightly dependent on sparsity due to the combination of coresets with our incremental training approach (10s/frame).
Determining tolerances is also independent from the dataset size, and takes just 4s/frame. Given the computed dictionary, encoding time is linear with the dataset size, and grows sub-linearly with the target sparsity. ISO and HBDT require 156-181s for the encoding, while CHAN requires 238-271s, lower times being for higher compression rates. Thanks to our optimizations, thus, dictionary computation becomes negligible with respect to the other phases.

The encoding speed of the other benchmarked solutions widely varies. ESC, also based on sparse coding, takes 147-185s for dictionary learning, due to not using incremental dictionary refinement, and also has increased encoding time due to per-page size optimization (235-273s for ISO and HBDT; and 370-415s for CHAN). Instead, ZFP is much faster (45-49 s/frame for the overall processing of ISO and HBDT, 55-76s for CHAN), while ASTC is much slower (over 12 min/frame for ISO, 15 min/frame for HBDT, 17 min/frame for CHAN).

<table>
<thead>
<tr>
<th></th>
<th>MTV-VAR</th>
<th>MTV-FIX</th>
<th>ESC</th>
<th>ASTC</th>
<th>ZFP</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISO</td>
<td>0.38</td>
<td>0.38</td>
<td>0.38</td>
<td>0.38</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>44.62</td>
<td>44.06</td>
<td>46.09</td>
<td>31.80</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.46</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>46.19</td>
<td>45.65</td>
<td>47.34</td>
<td>36.54</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.60</td>
<td>0.60</td>
<td>0.59</td>
<td>0.59</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>48.36</td>
<td>47.99</td>
<td>48.72</td>
<td>39.84</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.60</td>
<td>0.60</td>
<td>0.59</td>
<td>0.59</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>48.22</td>
<td>47.82</td>
<td>48.57</td>
<td>39.54</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.60</td>
<td>0.60</td>
<td>0.59</td>
<td>0.59</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>48.10</td>
<td>47.71</td>
<td>48.47</td>
<td>39.20</td>
<td></td>
</tr>
<tr>
<td>HBDT</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>41.48</td>
<td>41.17</td>
<td>41.71</td>
<td>39.71</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.60</td>
<td>0.60</td>
<td>0.59</td>
<td>0.59</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>43.44</td>
<td>43.07</td>
<td>43.61</td>
<td>39.20</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.60</td>
<td>0.60</td>
<td>0.59</td>
<td>0.59</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>43.80</td>
<td>43.41</td>
<td>43.98</td>
<td>39.61</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.60</td>
<td>0.60</td>
<td>0.59</td>
<td>0.59</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>44.10</td>
<td>43.71</td>
<td>44.29</td>
<td>39.20</td>
<td></td>
</tr>
<tr>
<td>CHAN</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>49.78</td>
<td>49.43</td>
<td>49.78</td>
<td>36.83</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.60</td>
<td>0.60</td>
<td>0.59</td>
<td>0.59</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>52.25</td>
<td>51.95</td>
<td>52.59</td>
<td>40.21</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.60</td>
<td>0.60</td>
<td>0.59</td>
<td>0.59</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>53.80</td>
<td>53.51</td>
<td>53.89</td>
<td>40.21</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.60</td>
<td>0.60</td>
<td>0.59</td>
<td>0.59</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>54.10</td>
<td>53.81</td>
<td>54.29</td>
<td>40.21</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Compression rate and distortion. The compared codecs are MTV Player with tolerance-driven variable-rate encoding, MTV Player with fixed rate encoding at similar bits per output sample, Elastic Sparse Coding (ESC) [5], ASTC [52], and ZFP [27] at similar target bit rate. For ZFP, we used the fixed accuracy mode, which usually yields the best signal-to-noise ratios, and varied the absolute error tolerance (a) to obtain the desired bit rates. For ASTC, we selected the maximum quality and lowest bit-rate achievable.

5.4. Compression rate and distortion

Table 2 summarizes the compression performance of the evaluated codecs at similar bit rates. The results are reported for a single selected frame (number 256 for all datasets). In order to compare with other single-resolution methods, we report the results obtained only for the leaf-level full-resolution grid. Compression rate is measured in bits per output sample (bps), while quality is measured with peak signal to noise ratio (PSNR), defined as $10 \log_{10} \frac{1}{N} \sum_{i=1}^{N} (y_i - x_i)^2$, where $x_i$ is the original voxel value, $y_i$ is the approximated one and $N$ the total number of voxels.

Each dataset has been compressed using our codec (MTV), with three different bit-rates using the variable-rate encoder, as well as with a fixed-rate version of the encoder, where the target sparsity has been set to match the same bit rate. Parameters for ESC, ASTC, and ZFP have been also set to provide a similar compression. Empty cells in the table correspond to non-achievable results.

The new variable-rate codec scales well and provides considerable improvement in terms of PSNR with respect to the fixed-rate solution for most of the datasets. The codec is also competitive or on par with respect to ESC, which optimizes rate-distortion within fixed-size pages. ZFP, used here as a reference implementation, does not appear to perform that well at such extreme compression rates (close or below 0.5 bps). On the other hand, using a near-lossless setup, it could be employed in the encoder to speed-up data accesses. ASTC also provides considerably lower quality at comparable bit-rates, and cannot compress data below 0.59bps. This is compatible with the findings of Marton et al. [5].

The improved results in terms of average and maximum errors lead to improved perceptual quality during volume exploration with respect to fixed-rate solutions. Fig. 5 provides an illustration of the visual quality obtained for an isosurface rendering of our benchmark datasets at high magnification, and numerically assesses the visual quality provided by the various encoding schemes by using the Structural Similarity metric [55], which is known to have a good correlation with perceptual quality. The results, shown for a 0.45bps for all schemes except ASTC and compressed at 0.59bps, show that the sparse-coding schemes (MTV and ESC) provide better visual quality than ZFP and ASTC, even if ASTC requires over 30% more storage. Variable-rate schemes also provide significantly better quality than fixed-rate ones, with SSIM values that increase by 7-18% depending on the dataset, which are considered noticeable differences.

The behavior in terms of error distribution of the various real-time codecs is illustrated in Fig. 6. The images show, using color coding, the average error computed along the z direction for the three data sets, collapsing errors on the 3D volumes to a 2D image. It can be noticed, that in all cases error increases at block boundaries, since all the techniques use block-based compression in order to support parallel real-time decoding with random access. Deblocking techniques, orthogonal to the work covered here, could be applied to further improve visual quality, at the expense of decoding and/or rendering time [56]. The error images also show that the tolerance-driven codec proposed in this paper successfully maintains a near-constant quality, while the other codecs have a much more variable distribution, with low-error blocks mixed with high-error ones. Moreover, the ESC codec clearly shows page boundary artifacts, especially visible in the CHAN dataset, which has significant differences between the boundary region, with high turbulence, and the central one with laminar flow.

5.5. Interactive exploration

We evaluated the rendering performance of our framework on a number of interactive inspection sequences of the three dynamic datasets tested, using the 0.45bps configuration shown in Table 2. This leads to the creation of compressed octree representations of 93.6 GB (ISO), 92.7 GB (HBDT), and 551.7 GB (CHAN). The individual frame size is of 93.6MB for ISO and HBDT and of 141.2MB for CHAN.

The qualitative performance of our adaptive GPU ray-caster, loading data from local SSD disk and rendering with a RTX 2080Ti GPU is illustrated in the accompanying video. All images have been recorded on a window size of 1920×1080 pixels using a 1 voxel/pixel accuracy. Representative frames are depicted in Fig. 1 and Fig. 7.
As shown in the video, the system is fully interactive. It is possible to translate, rotate, and scale the volumes, to change the transfer function while playing back animations at various speeds, moving back-and-forth in time, and jumping at different time-steps. Frame rates are generally well above the targeted 10Hz, varying from 15Hz for medium-range closeups where most of the full dataset is visible at high resolution to well above 40Hz for overall views or extreme closeup views of models, where we can better exploit level-of-detail and view culling to reduce uploading, decoding and rendering overhead. In particular, for the sequences included in the accompanying video, the average frame rate was of 33.0Hz for ISO (min 5.9Hz, max 120.6Hz), 37.2Hz for HBDT (min 6.4Hz, max 123.7Hz), and 24.9Hz for CHAN (min 7.9Hz, max 48.9Hz). The absolute worst case occurs when all the model is visible with a semi-transparent transfer function that forces, at the same time, full decoding and full traversal.

Data loading is performed in parallel with the decoding and rendering kernels. GPU profiling reveals that, on average, half of the frame time is devoted to rendering, while the other half is occupied by all other operations: cut identification, culling, data loading, and decompression. In particular, the raycasting kernel takes on average from 35% (CHAN) to 58% (ISO and HBDT) of the total frame time. This is not surprising, since the goal of this paper is to show the feasibility of using a custom compressed representation for cache-less full-frame decoding during real-time spatio-temporal exploration, and no particular optimization has been made to reduce the number of decoded blocks, beyond plain view-frustum and transfer-function culling. The introduction of caching when exploring static frames and occlusion culling for improving performance on opaque models would result in increased average performance, and could be done exactly as in Marton et al. [5]. In this work, we focus instead on just measuring typical worst-case situations.

As we do not exploit temporal coherence, performance does not change depending on whether animations are played backwards and forwards, or when they are rendered at higher speed. Moreover, thanks to the lack of incremental updates, no dynamic artifacts due to partial refinements are visible in the animation. Such a streaming architecture is, however, limited by the amount of data that is streamed, decoded, and rendered on a per-frame basis. See accompanying video for more details.

6. Conclusions

We have presented a novel approach for supporting fully interactive exploration with non-trivial temporal access of massive time-varying rectilinear scalar volumes on commodity platforms. Instead of looking at maximum compression and adaptivity, we streamline the rendering loop, by using a time-independent codec that produces a highly-compressed real-time-decodable format and asynchronously sending to GPU the required frame portions in few batches, to be decoded and rendered at interactive speeds. Our variable-rate encoding scheme based on sparse coding volume blocks using a learned dictionary deals with bandwidth and memory limitations, while providing competitive perceptual and signal reconstruction quality at similar compression ratios with respect to current state-of-the-art fixed-rate or constrained variable-rate solutions supporting real-time performance. Furthermore, thanks to the scalability at all the stages of the pipeline, the presented architecture is capable of processing and visualizing massive datasets, as demonstrated by our results on terascale turbulence simulations, freely explored by rapidly moving in time, space and transfer function parameters.

Our current work is aimed at using the approach for the exploration of simulation data, especially in the area of large scale
Fig. 6. Error distribution maps. Accumulated error maps on the Z direction for all datasets: from top to bottom ISO, HBDT and CHAN. All encodings use 0.45 bps except ASTC which is encoded at 0.59 bps (minimum reachable bps with this coder). ISO and HBDT show the full 1024x1024 projection, while CHAN shows the central crop of 1024x512.

CFD simulation. Fig. 8 and the accompanying video illustrate our preliminary results, which show the possibility of exploring in real-time the vorticity field around buildings at urban scales.
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